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Context

Logic circuit synthesis

Input: truth table

Output: circuit

Constraint: minimal num-
ber of gates

Input: machine learning
model

Output: circuit

Constraint: no more than a
certain number of gates



Context

Level 5

Level 4

Level 3

Level 2

Level 1

Level 0

Problem-oriented language level

Assembly language level

Operating system machine level

Instruction set architecture level

Microarchitecture level

Digital logic level

▶ Why not skip layers?
▶ Faster execution speed
▶ Edge device

implementation

▶ How to find a circuit that
implements ML model?



Our Approach

▶ Training and conversion all-in-one

▶ Building a lookup-table network from a training set [1]

▶ Improved algorithm a little [2]

▶ Resulting predictive systems were weak, however



Future Work

▶ Most likely start with binarized neural network

▶ Clever heuristics to convert to circuit step by step

▶ MaxSAT or other SAT-based approaches
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